
� 'y 

. IEE 
IEEE Turkey Section 

/ 



Olay Kamerası ile Yüz Pozu Hizalama için Zamanlama Stratejilerin 
Karşılaştırılması

Comparison of Timing Strategies for Face Pose Alignment with Event 
Camera

Radar Kimliklendirme için Çok Katmanlı Aralıklı Arama Ağacı Yaklaşımı 

Multi-Layered Interval Search Tree Approach on Radar Identification

1697
Anomaly Detection for ETL Packages Runtime: A Machine Learning 
Approach

Behiye Alak, Alp Revanbahş, Ayşegül  Şenol Çalım, Nilay 
Argün  

108-113

1699 Algorithm of Creating the “Uzbek-English Aligner” Program
Matyakubova Noila Shakirjanovna, Dauletov Adilbek 
Yusupbayevich, Khamroeva Shahlo Mirdjonovna, Eşref 
Adalı, Mengliyev Bakhtiyor Rajabovich 

114-118

1700
Optimizing Load Balancing and Task Scheduling Problems in Cloud 
Computing

Alperen Akman, Mustafa Yeniad 119-124

1701
Improving the Methodology of Teaching Specialized Subjects in The 
Preparation of Future Computer Engineering on The Basis of Innovative 
Technologies

Atamuratov Rasuljon Kadırjanovich, Abdullayeva Nazokat 
Isayevna, Prımova Gozal Gulomjonovna, Pulatova 
Sarvinoz Botir qizi 

125-130

1702 Image Retrieval with Segment Anything and CNN Techniques Muhammed Murat Özbek, Hilal Tekgöz 131-136

1704 Semantic Differentiation of Uzbek Homonyms Using the Lesk Algorithm
Elov Botir Boltayevich, Axmedova Xolisxon Ilxomovna, 
Primova Mastura Hakim qizi, Khudayberganov Nizomaddin 
Uktambay o'g'li 

137-140

Mobil Cihaz Güvenliği, Farklı İşletim Sistemlerinin Karşılaştırılması: IOS ve 
Android

Mobile Device Security Comparison of Different Operating Systems: iOS 
and Android

1706
Sentiment Analysis from Turkish News Texts with BERT-Based Language 
Models and Machine Learning Algorithms 

Engin Demir, Metin Bilgin 147-150

Trafik İşaretlerinin Tespitinde YOLOv5, YOLOv7, ve YOLOV8 Modellerinin 
Performans Değerlendirilmesi

Performance Evaluation of YOLOv5, YOLOv7, and YOLOv8 Models in 
Traffic Sign Detection

1709
GRAFRAUD: Fraud Detection using Graph Databases and Neural 
Networks

Alperen Sayar, Şuayip Arslan, Ajeet Singh Raina, Seyit 
Ertuğrul, Tuna Çakar 

157-160

Yüksek Performanslı Gerçek Zamanlı Veri İşleme: Debezium, Postgres, 
Kafka ve Redis Kullanarak Verilerin Yönetimi

High-Performance Real-Time Data Processing: Managing Data Using 
Debezium, Postgres, Kafka, and Redis

Çok Modlu Ses ve Metin Duygu Analizi Modeli

Multimodal Speech Emotion and Text Sentiment Analysis

Derin Öğrenme ve Transfer Öğrenme Tabanlı Beyin Tümörü 
Segmentasyonu

Deep Learning and Transfer Learning Based Brain Tumor Segmentation

1716 Transformer Based Punctuation Restoration for Turkish Uygar Kurt, Aykut Çayır 177-182

1705 Veyis Şen, Muhammed Ali Aydın 141-146

1708 Fatma Nur Ortataş, Mahir Kaya 151-156

1695 Arman Savran 97-101

1696 Ömer Sinan Şahin, Fatih Altıparmak, Deniz Turgay Altılar 102-107

1715 171-176Ayşe Gül Eker, Meltem Kurt Pehlivanoğlu, Nevcihan Duru

1712
  Alperen Sayar, Şuayip Arslan,  Tuna Çakar, Seyit Ertuğrul,  
Ahmet Akçay

161-164

Nur Bengisu Çam, İlknur Dönmez, Ömer Faruk Bitikçioğlu, 
Fadime Buse Yediparmak, Emre Bektaş, Mehmet Haklıdır 

165-1701713

IEEE - UBMK-2023 VIII. Uluslararası Bilgisayar Bilimleri ve Mühendisliği Konferansı - XII 



Semantic Differentiation of Uzbek Homonyms 
Using the Lesk Algorithm 

Elov Botir Boltayevich 
Dept. of Computational Linguistics and Digital Technologies 
Tashkent State University of Uzbek Language and Literature 

named after Alisher Navo’i, 
Tashkent, Uzbekistan 
elov@navoiy-uni.uz

Axmedova Xolisxon Ilxomovna 
Dept. of Computational Linguistics and Digital Technologies 
Tashkent State University of Uzbek Language and Literature 

named after Alisher Navo’i, 
Tashkent, Uzbekistan 
xolisa9029@mail.ru

Primova Mastura Hakim qizi 
Dept. of Computational Linguistics and Digital Technologies 
Tashkent State University of Uzbek Language and Literature 

named after Alisher Navo’i 
Tashkent, Uzbekistan 

primovamastura@navoiy-uni.uz

Khudayberganov Nizomaddin Uktambay o'g'li 
Dept. of Computational Linguistics and Digital Technologies 
Tashkent State University of Uzbek Language and Literature 

 named after Alisher Navo’i  
Tashkent, Uzbekistan 

nizomaddin@navoiy-uni.uz 

Abstract–The development of a semantic analyzer of natural 
language is considered one of the factors that develop the 
language. Homonymy is one of the main elements of semantic 
analysis. Different methods can be used for semantic analysis of 
homonyms. Homonyms can also be determined using Lesk's 
algorithm. Lesk's algorithm is based on WordNet of natural 
language. The weight of the compounds of the homonymous 
word in the sentence entered through WordNet is determined. 
The meaning of the word homonym was determined according 
to the compounds with high weight. 

Keywords – semantic analyzer, homonymy, rule-based 
method, statistical method, Lesk's algorithm, word weight, 
WordNet 

I. INTRODUCTION.
The problem of the automatic processing of natural 

language remains relevant for more than half a century.  The 
complexity of the problem and the lack of a clear idea indicate 
the difficulty of ways to solve it. All new systems for 
recognizing text, speech, and paralinguistic tools are being 
developed. Text processing is one of the oldest and most 
important research in this field. The first studies on automatic 
text processing belong to the 50s of the XX century. 
Automatic text processing is divided into several stages, one 
of which is morphological classification. At this stage, 
morphological descriptions (gender, number, case, 
declension, type, etc.) and the initial form of the word called 
lemma are defined for each word. Morphological 
classification is complicated by the phenomenon of 
homonymy. 

Although homonymy detection methods based on the use 
of probabilistic models for texts in some inflected languages 
are very common, they provide very high accuracy. It has 
been proven that the Hidden Markov model works better for 
identifying homonyms in Russian texts. 

Semantic search is performed through semantic analysis. 
The better it is designed, the more effective the search will be. 
Implementation of semantic analysis directly depends on 
linguistic resources. Lexical resources include dictionaries, 
thesauruses, and ontologies. Semantic analysis also has 
elements, which require a separate study. This article talks 
about the solution to the problem of identifying homonymy. 
Homonymy is one of the important elements of semantic 
analysis. Homonymy detection is interpreted differently in 

different natural languages. In world computer linguistics, 3 
methods are mainly used in the semantic analysis of 
sentences: 

A rule-based method is the detection of homonymy 
based on predetermined language rules based on the 
grammatical properties of natural language. 

A method based on statistical data can also be called a 
decision-making method based on the data of the language 
corpus. That is, statistics are obtained based on the 
observations made among the data in the language corpus. A 
new homonym is evaluated based on the received statistical 
data. The problem of identifying homonymy using statistical 
methods finds its solution in the process of solving the 
problem of POS (Past of Speech) tagging of sentences. POS 
tagging is the process of associating each word in the newly 
entered text with the appropriate POS tags, such as nouns, 
verbs, adjectives, etc. This task is one of the meaning 
recognition tasks in NLP (Natural Language Process). This is 
because many words in the language can have several 
different meanings. 

Therefore, the use of statistical methods in identifying 
homonyms between different parts of speech gives effective 
results. 

A method based on machine learning is a method that not 
only uses statistical data but also directly refers to neural 
networks. The approach based on machine learning, in turn, 
is divided into Supervised and Unsupervised algorithms. 
Good results can also be obtained by using this approach in 
identifying homonymy. 

The meaning of the word can be determined using these 
methods. Determining the meaning of words in natural 
language is a complex and important task. Defining the 
meaning of the word allows for increasing the level of 
accuracy of the machine translation and creates an automatic 
annotation for the text, works, scientific articles, and 
dissertations. One of the most important tasks in defining the 
meaning of a word is distinguishing the homonym words in a 
semantic way. Finding out the meaning of the homonym word 
that is in a sentence. 
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II. MATERIALS AND METHODS
Having deeply studied foreign experiences, we use rule-

based, stochastic, machine learning, and neural network 
methods to distinguish Uzbek homonyms. When 
distinguishing homonyms in the Uzbek language, we divided 
them into groups such as homonyms within one part of 
speech, two parts of speech, three parts of speech, and four 
parts of speech according to their occurrence within parts of 
speech. We used a rule-based method to determine 
homonymy within grammatically dissimilar word groups. We 
have mentioned this in scientific articles cited [1],[2], [3]. 

The problem of identifying homonymy between different 
word groups is solved in the process of POS (Part of speech 
tagging) tagging of sentences. Many scientific articles can be 
found on the use of the Hidden Markov model in the 
identification of word groups. In the process of using the 
Markov model, it can be seen that the results will be more 
accurate using the Viterbi algorithm. 

In different natural languages, there are also homonyms 
that occur within the same word family. 

TABLE I. HOMONYMS WITHIN A POS 

Words POS Senses 
O’t Verb O’tmoq fe’li (cross) 

Noun Maysa, o’t-o’lan (plants) 
Noun Inson o’rgani (gall bladder) 
Noun Olov (fire) 

Oz Adverb Kam, miqdori nisbatan ko‘p 
bo‘lmagan (few) 

Verb Oriqlamoq, etidan yo‘qotmoq( 
lose weight) 

Verb Noxush bo‘lmoq, kuchsizlanmoq, 
holsizlanmoq (weaken) 

Verb Adashmoq, to‘g‘ri yo‘ldan chetga 
chiqmoq (to lose one's way) 

Bo‘y Noun Uzunlik o‘lchovi (height) 
Noun Hid, is (smell) 

… … … 

As shown in Table 1, there may be words that can form 
homonyms within one part of speech or even among different 
word groups. Methods such as Frequentist, Naïve Bayes, and 
Hidden Markov model can be used to determine the word 
group of homonyms [4]. 

However, it is not effective to use these methods in the 
semantic differentiation of homonyms within the same part of 
speech. It is important to determine what exactly these words 
mean in a sentence. Solving this problem helps to increase the 
accuracy of machine translation, to determine the summary of 
the sentence, sentence-by-text, and text-by-text summary of 
larger works. The issue of determining the meaning of 
homonymy words within a word group is called word sense 
disambiguation (WSD) in foreign sources. 

Word meaning discovery (WSD) techniques are useful for 
many NLP tasks that require semantic interpretation of input. 
In addition, such methods help to estimate the frequency of 
different meanings of words in different corpora, which is 
important for lexicographic research and language learning 
resources. Although previous research on the meaning of 
polysemantic verbs in Russian has yielded some important 
and interesting results, it has mainly focused on reducing 
ambiguity or identifying frequent meanings. was aimed, but 
not at assessing the accuracy of word sense disambiguation 
(WSD). According to the data, there is no comprehensively 
evaluated method that performs semi-supervised word 

meaning recognition for Russian verbs. Different variants of 
the method can be compared and its limitations analyzed. 
Lexical-semantic ambiguity is a characteristic feature of any 
natural language, so word sense disambiguation (WSD) is an 
important part of many natural language processing tasks. 
Various WSD algorithms have been discussed by Pradhan et 
al. in sessions of different versions of SemEval [5] and WSD 
queries have been substantiated in the scientific works of 
many scientists such as Ide and Veronis [6], Navigli [7]. The 
most modern and promising approaches are those that use 
already existing resources and do not require human input. 
Rule-based approaches use thesaurus. Unsupervised corpus-
based approaches typically perform clustering on a corpus 
without explicit reference to an inventory of meanings. We 
will consider the process of using the LESK algorithm to 
determine the meaning of words based on corpus data.  

III. MAIN
The Lesk algorithm was introduced by E. Michael Lesk in 

1986 and is a classic WSD algorithm. Lesk's algorithm is 
based on the idea that only words in a certain part of the text 
have a similar meaning. In the simplified Lesk algorithm, the 
correct meaning of each word context is found by finding the 
most similar meaning between the given context and its 
dictionary meaning. This algorithm was used to determine the 
meaning of a word in Hindi. It was used in the development 
of question-answer systems, and sentiment analysis systems 
[8].  Used by Zouaghi, A., Merhbene, L. and others to 
determine the meaning of Arabic words. 73% accuracy was 
achieved during the conducted research [9]. Basuki, S., 
Kholimi, A. S. et al. used semantic identification of 
Indonesian homographs. As a result, 78.6% accuracy was 
achieved when identifying words in one-word group, and 
62.5% when identifying homonymous words in two-word 
groups [10]. Lesk's algorithm is a rule-based method based on 
WordNet of natural language. The following information is 
required to determine homonymy using Lesk's algorithm: 

Set of senses: A collection of existing meanings of a 
polysemous word. 

A set of contexts: a set of contexts for each meaning of a 
word. 

The process of identifying homonymy using Lesk's 
algorithm consists of two modules. 

Input sentense

Module 1: Determining the weight of words 
in the text using WordNet and the Lesk 

algorithm

Module 2: Summarizing the result according 
to the weight of the words

Output results

Fig. 1. Modules in the Lesk algorithm 

Module 1: The next step is to create a context for each 
meaning of these words. Corpus data is used for this purpose. 
Initially, contexts containing homonyms are separated and 
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they are separated depending on the meaning of the word 
amonim. Preprocessing is performed on the allocated 
contexts. (Fig. 2). 

The weight of all sentences in the list is 
determined

Contexts corresponding to different meanings 
of homonyms are collected

Preprocessing is performed on the context

Dictionary meanings of meaningful words are 
obtained from WordNet

StopWords in the sentence are deleted

The relations between the entered sentences 
and the dictionary meanings of the words are 

determined

The weight of meaningful words in the 
entered sentence is determined

Fig. 2.Tasks of Module 1 

Module 1: this algorithm takes O(n3) time for n sentences 
and performs 𝑂𝑂(𝑛𝑛2) operations to determine the number of 
similar words in the sentences. 

In Module 2, the results of Module 1 are summarized and 
summarized. 

Weigh assigned sentences are arranged in
descending order with respect to their weights

Percentage of summarization is 
given as input

Desired number of sentences is selected
according to the percentage of summarization

Selected sentences are re-arranged according
to their actual sequence in the input text

Summarized result is displayed as output

Fig. 3: Tasks of module 2

Let's consider the sequence of semantic differentiation of 
ambiguous words using the Lesk algorithm using the 
following sentence. “Bu fe’ling bilan hammani qon qilasan-
ku” 

The given sentence contains the homonyms "fe’l" and 
"qon". A set of meanings of these words is included in the 
database (Table 2). 

TABLE II. HOMONYMS IN THE SENTENCE AND THEIR 
MEANINGS 

Words POS Senses 
Fe’l Ot Harakat, xulq-atvor, xarakter 

Grammatik termin 
qon Ot Organizm tomiridan yurak 

faoliyati bilan harakatlanuvibi 
ta’minlovchi qizil rangli suyuqlik 

Fe’l To’ymoq, qoniqmoq 

When determining the weight of words, it is done by 
counting the number of words for each meaning. The 
information obtained by the contexts is stored in the database. 
Above 

“Bu fe’ling bilan hammani qon qilasan-ku” 
We determine the meaning of homonyms in the sentence 

using Lesk's algorithm. The following actions are performed 
on the entered sentence. 

Tokenization; 
Lemmatization; 
Remove StopWords; 
POST tagging; 
As a result 

Fe’l, bilan, qon, qilmoq 
The words remain. In the next step, the homonymous word 

in the entered sentence is determined and its compounds are 
separated. The weight of the separated compounds is 
determined from the database. For example, a dataset 
consisting of “fe’l” conjugations and their weights is 
presented in Table III. 

TABLE III. SEMANTIC COMPOUNDS OF THE ‘FE’L’ AND 
THEIR WEIGHT 

Compounds 
word 

Sense-1 Sense-2 

Yomon 10 2 
Yaxshi 15 1 

Ot 0 25 
Qurmoq 35 0 

Tor 18 8 
Qon 20 12 

Qilmoq 14 18 

In the same way, a dataset consisting of compounds of the 
word “qon” homonym and their weights is extracted. 

TABLE IV SEMANTIC COMPOUNDS OF THE ‘QON’ AND 
THEIR WEIGHT 

Compounds 
word 

Sense-1 Sense-2 

Suv 10 35 
Tomir 123 0 
Kengaymoq 45 5 
Fe'l 47 26 
Qilmoq 31 11 
… … … 

From the given information, the compounds of the 
homonymous word in the sentence and their weight are 
determined. From the determined data, the meaning of the 
compound with the highest weight is selected. 

The weight of the sentence is determined by the weight of 
each of the compounds present in the sentence. Since this 
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event is a joint event, the weight of the sentence is equal to 
the product of the weights. 

𝑝𝑝 =�𝑝𝑝𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 

Here, n is the number of words in each sentence, and 𝑝𝑝𝑖𝑖 is 
the probability that the i- word in the sentence means one 
meaning. This probability is also known as conditional 
probability. This conditional probability is calculated for each 
word in the sentence and the probability of the sentence is 
determined by generalization 

IV. CONCLUSION
Homonymy detection using the Lesk algorithm is also a 

component of the rule-based method.  To use this algorithm, 
the WordNet system of natural language must be available. 
More precisely, the Lesk algorithm works based on WordNet. 
In order to determine homonymy using the Lesk algorithm, 
homonym words are semantically tagged with the help of the 
human factor in contexts according to each meaning. The task 
of this algorithm is to determine and conclude the number of 
unique words in a semantically tagged context.  Lesk's 
algorithm is a part of the rule-based method, with the help of 
which it is possible to semantically distinguish not only 
homonyms from different word groups, but also homonyms 
from the same word group. Using this algorithm, a large 
collection of sentences with homonyms is needed. This 
algorithm can be used with a set of 200-2000 sentences for 
each homonym. 

REFERENCES 
[1] E. B.  Boltayevich & A. X. Ilxomovna, (2022). Business Process

Modeling That Distinguishes Homonymy Within Three Parts of
Speechs in The Uzbek Language. In Proceedings - 7th International
Conference on Computer Science and Engineering, UBMK 2022 (pp. 
278–283). Institute of Electrical and Electronics Engineers Inc.
https://doi.org/10.1109/UBMK55850.2022.9919453 

[2]  B.B Elov, X. I. Axmedova,  Uchta so‘z turkumi doirasidagi omonimiyani
farqlovchi biznes jarayonni modellashtirish// O’zbekiston respublikasi
innovatsion rivojlanish vazirligining, Ilm-fan va m innovasion 
rivojlanish  ilmiy jurnal 2022 / 1, 150-162-b. 

[3]  X.I. Axmedova, Turli so‘z turkumlari orasidagi omonimiyani aniqlovchi
matematik modellar//  Science and innovation international scientific
journal volume 1 issue 7 uif-2022: 8.2 | issn: 2181-3337.
https://doi.org/10.5281/zenodo.7238546

[4] B.B. Elov, X.I. Axmedova “So‘Z Ma’nosini Aniqlashda Naive Bayes
Algoritmidan Foydalanish”, Илм-Фан Ва Инновацион Ривожланиш
ilmiy jurnali, Toshkent, 3/2023,44-54-b. 

[5] P. Sameer, L.Edward, D. Dmitriy, and M. Palmer. 2007. SemEval-2007
Task-17: English Lexical Sample, SRL and All Words. In Proceedings
of the Fourth International Workshop on Semantic Evaluations
(SemEval-2007), pages 87–92, 

[6]  N.  Ide and J. Véronis. Word Sense Disambiguation: The State of the Art.
Computational Linguistics, 1998, 24(1), 1-41-p.

[7] R. Navigli, Word sense disambiguation: A survey. ACM Computing
Surveys (CSUR) 41.2: 10. 2009. 

[8] P. Tripathi, P. Mukherjee, M. Hendre, M. Godse,& B. Chakraborty, 
(2021). Word Sense Disambiguation in Hindi Language Using Score
Based Modified Lesk Algorithm. International Journal of Computing
and Digital Systems, 10(1), 939–954.
https://doi.org/10.12785/IJCDS/100185 

[9] A. Zouaghi, L. Merhbene,& M. Zrigui, (2012). Combination of
information retrieval methods with LESK algorithm for Arabic word
sense disambiguation. Artificial Intelligence Review, 38(4), 257–269. 
https://doi.org/10.1007/s10462-011-9249-3 

[10] S. Basuki, A.S. Kholimi, A.E. Minarno, F.D.S. Sumadi, & M.R.A.
Effendy,(2019). Word Sense Disambiguation (WSD) for Indonesian
homograph word meaning determination by LESK Algorithm
Application. In Proceedings of 2019 International Conference on
Information and Communication Technology and Systems, ICTS

2019 (pp. 8–15). Institute of Electrical and Electronics Engineers Inc. 
https://doi.org/10.1109/ICTS.2019.8850957 

[11] Elov B.B., Axmedova X.I. Determining homonymy using statistical
methods.// “Hisoblash modellari va texnologiyalari (HMT 2022)”
O‘zbekiston-Malayziya ikkinchi xalqaro konferensiyasi materiallari-
Toshkent, 2022 16-17 sentabr,-106 b. 

[12] Uri Roll, Ricardo A. Correia, Oded Berger-Tal// Using machine learning 
to disentangle homonyms in large text corpora- Conservation Biology
31 October 2017 https://doi.org/10.1111/cobi.13044 

 [13] J.Y. Park, Shin, H.J.; Lee, J.S. Word Sense Disambiguation Using
Clustered Sense Labels. Appl. Sci. 2022, 12, 1857. https://doi.org/ 
10.3390/app12041857 

IEEE - UBMK-2023 VIII. Uluslararası Bilgisayar Bilimleri ve Mühendisliği Konferansı - 140

https://doi.org/10.1109/UBMK55850.2022.9919453
https://aclanthology.org/S07-1016
https://aclanthology.org/S07-1016
https://doi.org/10.12785/IJCDS/100185
https://doi.org/10.1007/s10462-011-9249-3
https://doi.org/10.1109/ICTS.2019.8850957
https://conbio.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Roll%2C+Uri
https://conbio.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Correia%2C+Ricardo+A
https://conbio.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Berger-Tal%2C+Oded
https://doi.org/10.1111/cobi.13044

	Bildiriler Kitabı İlk Kısım
	Foreword-2023
	Düzenleyenler
	Kurullar
	Davetli Konuşmacılar (Keynote Speakers)
	Destekleyenler / Sponsors
	Bildiriler Papers
	Table of Content / İçindekiler

	Bildiriler 
	1657-Cross-Market Recommendation with Two-stage Graph Learning
	1661-Improving Diabetic Retinopathy Detection using Patchwise CNN with biGRU Model
	1668-Distributed and Biometric Signature-Based Identity Proofing System for the Maritime Sector
	1669-Predicting Z Boson Decay Modes: Evaluating the Performance of Machine Learning and Deep Learning Techniques in Particle Physics
	1670-The Importance of Labeling and Noise on The Trading Strategy
	1673-Risk Assessment of Linkedin Profiles
	1675-Sensör Yerleştirme Problemi için Karınca Kolonisi Eniyileme Algoritması
	1677-Predicting Jet Count in Proton-Proton Collisions using Machine Learning and Deep Learning Models
	1682-A New Approach for Human Body Orientation Detection using Camera Footage
	1686-Innovative Parking Solutions in Smart Cities
	1687-The Problem of Pos Tagging and Stemming for Agglutinative Languages
	1688-Pos Taging of Uzbek Text Using Hidden Markov Model
	1689-Modeling and Designing Subsystem of Fiber-optic Sensors for Diagnostics and Control of Mechanical Structures Health in Differential System 
	1691-Optimizing NVM Utilization Efficiency with Huffman Compression Algorithm in MCU Based System 
	1692-Constructing the Terminological Core of NLP Ontology
	1693-Duygu Analizinde Veri Kayması Problemine Dair Zorluklar ve Fırsatlar
	1694-AI-Augmented Early Warning Models for Commercial and SME Segments: Leveraging Unstructured Data and Time-Series Analytics
	1695-Olay Kamerası ile Yüz Pozu Hizalama için Zamanlama Stratejilerin Karşılaştırılması
	1696-Radar Kimliklendirme için Çok Katmanlı Aralıklı Arama Ağacı Yaklaşımı
	1697-Anomaly Detection for ETL Packages Runtime: A Machine Learning Approach
	1699-Algorithm of Creating the "Uzbek-English Aligner" Program 
	1700-Optimizing Load Balancing and Task Scheduling Problems in Cloud Computing 
	1701-Improving the Methodology of Teaching Specialized Subjects in The Preparation of Future Computer Engineering on The Basis of Innovative Technologies
	1702-Image Retrieval with Segment Anything and CNN Techniques
	1704-Semantic Differentiation of Uzbek Homonyms Using the Lesk Algorithm
	1705-Mobil Cihaz Güvenliği, Farklı İşletim Sistemlerinin Karşılaştırılması: IOS ve Android 
	1706-Sentiment Analysis from Turkish News Texts with BERT-Based Language Models and Machine Learning Algorithms 
	1708-Trafik İşaretlerinin Tespitinde YOLOv5, YOLOv7, ve YOLOV8 Modellerinin Performans Değerlendirilmesi
	1709-GRAFRAUD: Fraud Detection using Graph Databases and Neural Networks
	1712-Yüksek Performanslı Gerçek Zamanlı Veri İşleme: Debezium, Postgres, Kafka ve Redis Kullanarak Verilerin Yönetimi
	1713-Çok Modlu Ses ve Metin Duygu Analizi Modeli
	1715-Derin Öğrenme ve Transfer Öğrenme Tabanlı Beyin Tümörü Segmentasyonu
	1716-Transformer Based Punctuation Restoration for Turkish
	1718-Software Product Line Testing based on Event Sequence Graphs with Feature Expressions
	1719-A New Approach to Determine the Milk Lines of Silage Corn Using Image Processing Techniques
	1720-Automatic Dataset Generation from 3D Object Models for Object Detection Applications
	1721-İşbirlikç Robotların Fabrika Ortamında Türkçe Sesli Komutlarla Kontrol Edilmesi
	1723-A Quantitative Performance Benchmark of Different Navigation Patterns and User Interface Design Frameworks for an Enhanced IOS Experience
	1724-Texture and CNN Based Doppler Signal Classification
	1725-TUR2SQL: A Cross-Domain Turkish Dataset for Text-to-SQL
	1726-A Comparative Analysis of Synthetic Data Generation with VAE and CTGAN Models on Financial Credit Loan Offer Data
	1727-İngilizce Yazımında Dil Bilgisel Hata Düzeltme Modellerinin Karşılaştırılması±lmasÄ±
	1730-Tıklama Oranı Tahmininde Sayısal Öznitelikler ve Gömme Kullanımı
	1732-Evaluation of ChatGPT and BERT-based Models for Turkish Hate Speech Detection
	1733-GQoSMT: On Guaranteeing  the Quality-of-Service Requirements of Simultaneous Multithreading Processors
	1734-DO-178C Uyumlu Yazılım Geliştirme Projelerinde Gereksinim Tabanlı Kapsama Analizi 
	1735-Tıklama Oranı Tahmin Modellerinde Normalizasyon Katmanlarının Doğru Yerleştirilmesi
	1736-Best Practices for Scaling in Cloud Based Telecommunication Systems
	1737-Bina İçi Kablosuz Yerel Alan Ağlarında Q-Öğrenme Tabanlı Erişim Noktası Seçimi 
	1738-Uygulama Katmanında Desen Arama Tabanlı Güvenlik Duvarı 
	1739-Offensive Language Detection in Social Media for Turkish Language 
	1740-Generating Image Captions Using Deep Neural Networks
	1741-Improving Intrusion Detection Systems for IoT Devices using Automated Feature Generation based on ToN IoT dataset
	1743-Garbage in, Garbage Out: A Case Study on Defective Product Prediction in Manufacturing
	1745-ACUM: An Approach to Combining Unsupervised Methods for Detecting Malicious Web Sessions
	1747-The Use of a Morphological Analyzer in Assessing the Achievements of Learning Outcomes 
	1749-A New Hybrid Approach for Real Estate Price Prediction Using Outlier Detection, Feature Selection, and Clustering Techniques 
	1750-Cash Flow Forecasting Based on Wavelet Transform and Neural Networks
	1751-GAN Kullanarak Oluşturulmusı¸ Stil Transferli 
Görüntülerin Derin Öğrenme Modelleri ile Tespiti
	1752-Obstacle Aware Density Based Nano-Router Localization in IoNT
	1755-A Reasoning Method to Interpret Fate of Pollutants on a Cyber-Physical River Model 
	1756-Sperm Morfolojisinin Sınıflandırılmasında Evrişimsel Sinir Ağ ve Görü Dönüştürücü Modellerin Performans Analizi
	1758-LoRa ile Şehir İçi ve Şehir Dışı Veri İletimi için En Uzun Mesafe Tespiti 
	1763-Bias Mitigation in Click-Through Rate Prediction Using Mixup Strategies
	1767-Genetik Algoritma ile Genişbant Anten Tasarımı
	1769-Dron Ağlarında Güvenlik: Saldırı Türleri ve Makine Öğrenmesi Tabanlı Çözümler 
	1772-Swarm Optimization-Based Hyperparameter Selection for Machine Learning Algorithms in Indoor Localization
	1773-Towards Test Automation for Certification Tests in the Banking Domain
	1774-Driving Behavior Classification Using Smartphone Sensor Data
	1775-Comparison of Machine Learning Methods for Early Detection of Student Dropouts 
	1776-Designing a Prototype of a Fuzzy Expert System for a Dialectologist Using Geographic Information Systems and Technologies
	1777-Derin Öğrenme Algoritmaları ile Beyin Tümörü Sınıflandırması
	1778-A Supervised Approach With Transformer, CNN, Optical Flow, and Sliding Window for Temporal Video Action Segmentation 
	1779-Segmentation, Detection and Tracking of Video Objects for Interactive Video Editing Application
	1781-A Modern Turkish Poet: Fine-Tuned GPT-2
	1782-Linguistic Knowledge Graphs of the “Turkic Morpheme” Portal
	1783-Otomatik Türkçe Görüntü Altyazılama: Derin Makine Çevirisinin Etkisi 
	1784-Araç Rotalama Problemi için Öğrenen Hibrit NoSql Algoritma Geliştirilmesi
	1785-Event Recognition in Aerial Imagery With Hierarchical Dense Layers 
	1786-Enhancing Paraphrasing in Chatbots through Prompt Engineering: A Comparative Study on ChatGPT, Bing, and Bard
	1787-Towards Better Cyber Security Consciousness: The Ease and Danger of OSINT Tools in Exposing Critical Infrastructure Vulnerabilities
	1788-Information Hiding in Images Using Neural Network
	1790-Search Engine Capabilities in the Corpus Data Management System 
	1791-Resume Matching Framework via Ranking and Sorting using NLP and Deep Learning 
	1794-Comparative Analysis of Thresholding Methods to Facilitate Decision Making over Microscopic Skin Image 
	1795-Residual Fusion Models with Neural Networks for CTR Prediction
	1796-Efficiently Sampling in Neural Network Training for Click-Through Rate Prediction
	1797-Neural Network Calibration for CTR Prediction
	1799-Brain Tumor Detection and Localization with YOLOv8
	1800-Potential for Improvement of Sentence Translations
	1802-Spine Posture Detection for Office Workers with Hybrid Machine Learning
	1804-Log Mining-based Online Failure Prediction in Client-Server Architecture
	1806-Enhancing Quality Control in Plastic Injection Production: Deep Learning-based Detection and Classification of Defects
	1807-Bankacılıkta Makine Öğrenimi Tabanlı Üye İşyeri Kayıp Tahmini
	1809-Capturing Dynamic User Behavior in Recommender Systems by Finetuning
	1813-Çevik Metodolojilerle Geliştirilen Yazılımlarda Hataya Yatkınlığın Belirlenmesi
	1814-Farklı Renk Uzaylarının Uzamsal Birleşiminin Derin Öğrenme Tabanlı Sperm Görüntü Sınıflandırma Performansına Etkisinin ˙Incelenmesi
	1816-Konumsal Bilgi Evrişimsel Sinir Ağlarını Nasıl  Etkiler
	1817-Analysis of Kazakh Language Abbreviations Based on Machine Learning Approach
	1818-PSMA Pozitron Emisyon Tomografisi Görüntülerinin Derin Öğrenme Y¨ontemleri ile Sınıflandırılması
	1819-Fraud Detection using Recurrent Neural Networks for Digital Wallet Security
	1820-A Comparative Analysis of Fraud Detection from Diverse Datasets to Algorithmic Performance
	1821-Federe Öğrenme Yaklaşımıyla Irksal Yanlılığın Azaltılması
	1825-İçerik Eşleştirme ile Otomatik Özgeçmiş Tarama
	1828-Komşu 6tisch Ağlarda Düğüm Dengeleme
	1829-Towards Turkish Word Embeddings: An Intrinsic Evaluation
	1830-Unveiling the Black Box: Investigating the Interplay between AI Technologies, Explainability, and Legal Implications
	1832-Harmoni Arama Varyantlarının EEG Gürültü Temizleme Problemi Üzerinden Kıyaslanması
	1833-Development of New Information Processing Technologies Based on Lexical and Grammatical Models of Agglutinative Languages 
	1834-Development of a Knowledge-Based Multimodal Deep Learning System for Automatic Breast Lesion Segmentation and Diagnosis in MG/DMR Images 
	1837-Hotel Sales Forecasting with LSTM and N-BEATS
	1838-Educational Corpus of the Uzbek Language and its Opportunities
	1840-The Concept of the Language Corpus and Its Study in Uzbek Linguistics 


